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Copyright Law

● Protects original expression when fixed in a tangible medium
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Copyright Law

● Protects original express when fixed in a tangible medium
● Bestows exclusive rights:
1. to reproduce the copyrighted work in copies or phonorecords;
2. to prepare derivative works based upon the copyrighted work;
3. to distribute copies or phonorecords of the copyrighted work to the 

public by sale or other transfer of ownership, or by rental, lease, or 
lending;

4. in the case of literary, musical, dramatic, and choreographic works, 
pantomimes, and motion pictures and other audiovisual works, to 
perform the copyrighted work publicly;

5. in the case of literary, musical, dramatic, and choreographic works, 
pantomimes, and pictorial, graphic, or sculptural works, including the 
individual images of a motion picture or other audiovisual work, to display 
the copyrighted work publicly; and

6. in the case of sound recordings, to perform the copyrighted work publicly 
by means of a digital audio transmission.
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Purpose of Copyright Law

● Copyright law was created pursuant to Congress’s express 
constitutional power…

“To promote the Progress of Science and useful 
Arts, by securing for limited Times to Authors and 

Inventors the exclusive Right to their respective Writings 
and Discoveries”



Purpose of Copyright Law

● Copyright law was created pursuant to Congress’s express 
constitutional power…

“To promote the Progress of Science and useful Arts, by 
securing for limited Times to Authors and Inventors the exclusive 

Right to their respective Writings and Discoveries”

• So, the key question when analyzing copyright should be…

Would the outcome promote or inhibit the progress of 
science and the useful arts?



Fair Use Factors

1. The purpose and character of the use, including 
whether such use is of a commercial nature or is 
for non-profit educational purposes;

2. The nature of the copyrighted work;

3. The amount and substantiality of the portion used in 
relation to the copyrighted work as a whole; and

4. The effect of the use upon the potential market 
for or value of the copyrighted work.



LLM Outputs Might Be Fair Use

● The outputs typically don’t resemble the inputs. 
○ Show me the source that ChatGPT regurgitated when it 

instructed how to remove a peanut butter sandwich from a VCR 
in the style of the King James Bible



Why It’s Important

● If it’s fair use, then LLM companies don’t have to pay for 
the songs, movies, images, videos, books, essays, 
code, and other material it trained on.

● Fair use = no copyright infringement

● Copyright Act preempts contract claims in some circuit 
courts

○ Copyright preemption invalidates state laws that overlap 
with federal copyright law.



A Taxonomy of Legal Risks

● Over 40 lawsuits
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A Taxonomy of Legal Risks

● Over 40 lawsuits
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Analysis of Cases

● Question:
○ What is the greatest litigation risk for LLM companies?
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Analysis of Cases

● Question:
○ What is the greatest litigation risk for LLM companies?

● Methodology
○ Gathered all complaints and tallied the claims made
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The Claims

● Direct copyright infringement
○ Reproducing, distributing, publicly displaying, etc.
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The Claims

● Direct copyright infringement

● Vicarious copyright infringement
○ It allows for Party A to be found liable for the infringing acts of Party B if 

■ (i) Party A had the right and ability to control the infringing activity and 

■ (ii) Party A had a direct financial interest in the infringement.

17



The Claims

● Direct copyright infringement

● Vicarious copyright infringement

● Contributory copyright infringement
○ A successful claim requires that 

■ (i) Party A makes a material contribution to the infringing activity, while 

■ (ii) having knowledge or a reason to know of the direct infringement by Party B.
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Example

“Write a song about moving 
from Philadelphia to Bel Air”

**There are an infinite number 
of lyrics one could write 
based on this prompt**



Direct Copyright Infringement 
Claims

Vicarious Copyright Infringement Claims

Contributory Copyright Infringement Claims
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My Involvement

● I’ve been helping the plaintiffs in Kadrey v. Meta
● Key issues:

○ Torrenting from known pirate websites
○ Fair use arguments
○ Removal of copyright management information (CMI, like creator’s name, 

publisher, copyrighted work's title, ISBN number, terms and conditions for use of 
the work)



Example Issue: Removal of CMI

● From a Meta legal filing:
○ “The record, however, shows that CMI removal had nothing to do with concealing 

infringement. The Meta engineer whose team wrote the script to remove certain text from 
Libgen testified that he chose the sequences of text that were removed because they 
commonly occurred in the books and do not bring any value to training.”

● Example Questions I have:
○ Is there any evidence that training on the books with CMI would lead to a worse model? I'd like 

to see the A/B testing on identical models before we just trust the words of a company that has 
every incentive to remove CMI.

○ If Llama was so aggressive with removing tokens that don't provide any value to training, I'd 
expect them to have aggressively scrubbed their dataset of 30+ trillion tokens for Llama 4. But 
they only removed this CMI from torrent books, not from Project Gutenberg books. Why?



Do Mitigations Matter?

● Some definitely do
○ Using public domain, licensing material
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Do Mitigations Matter?

● Some definitely do

● Filtering inputs and outputs may help
○ Doesn’t prevent copyright claims!

○ Doesn’t necessarily work for open source developers (no control over if and how others use 
filtering)

○ Judge in NYT v OpenAI hinted that frequency of infringing outputs may not matter
■ Frequency doesn’t really matter for humans
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Do Mitigations Matter?

● Some definitely do

● Filtering inputs and outputs may help

● Deduplicating may help
○ Doesn’t prevent copyright claims!

○ Duplication can lead to memorization, which can lead to regurgitation

○ If outputs don’t suggest copyrighted stuff was used, you’re less likely to be sued

25



Do Mitigations Matter?

● Some definitely do

● Filtering inputs and outputs may help

● Deduplicating may help

● De-linking the text from the creator
○ Doesn’t prevent copyright claims!

○ Don’t include artist names along with the text they wrote (e.g., “Dr. Seuss”)
■ Makes “in the style of” prompts less effective

● Style isn’t copyrightable, but if the output is substantially similar, that’s infringement. 
● Or, if the output is even kinda close that may indicate the model trained on the 

information.
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Do Mitigations Matter?

● Some definitely do

● Filtering inputs and outputs may help

● Deduplicating may help

● De-linking images from creator and copyrighted names

● Takeaway?
○ Mitigations help! But they may not be a panacea even if they work flawlessly (except maybe 

the first bullet above)
○ Mitigating injuries to plaintiffs can lower damages GenAI companies might have to pay

■ Penalties can go up to $150,000 per infringement
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LLMs Copyright Risks: 
Probing and Benchmarking

Denghui Zhang
Stevens Institute of Technology

5/3/2025



What does copyright protect exactly?

• 17 U.S. Code § 106 - Exclusive rights in copyrighted works [1]:

• The five fundamental rights that the bill gives to copyright owners—the exclusive rights 
of reproduction, adaptation, publication, performance, and display—are stated generally 
in section 106.

• Fair use? Depends on multiple factors:
• Purpose and Character of Use.

• Amount and Substantiality.

• Countries and regions, e.g., EU has more strict law frameworks on copyright.

29[1] https://www.law.cornell.edu/uscode/text/17/106#:~:text=The%20five%20fundamental%20rights%20that,stated%20generally%20in%20section%20106.



Copyright concerns in LLMs training stage

30

• LLMs are secretly trained with large amount of copyrighted 

data without authorization

❑ Copyrighted material are normally high quality text.

❑ Should training with these data be free?

Thousands of Australian books have been found on a pirated 
dataset of ebooks, known as Books3, used to train generative 
AI. Richard Flanagan, Helen Garner, Tim Winton and Tim 
Flannery are among the leading local authors affected – along, 
of course, with writers from around the world.

[1]https://theconversation.com/books-3-has-revealed-thousands-of-pirated-australian-books-in-the-age-of-ai-is-copyright-law-still-fit-for-purpose-214637#:~:text=Thousands%20of%20Australian%20books%20have,writer
s%20from%20around%20the%20world.

https://www.abc.net.au/news/2023-09-29/australian-authors-copyright-books3-generative-i-chatgpt/102914538


Copyright concerns in LLMs inference (usage)

A more common infringement scenario:

• LLMs replicating outputs derived from copyrighted training 
data, which raises significant legal and ethical concerns.

❑ Ordinary LLM users inadvertently accessing copyrighted 
material without proper authorization or payment.

❑ Malicious users exploiting LLMs through jailbreak 
attacks to extract copyrighted/private material 
intentionally.

31
[1] Carlini, Nicholas, et al. “Extracting training data from large language models.” 30th USENIX Security Symposium (USENIX Security 21), 2021, pp. 2633–2650.



Copyright concerns in LLM inference (usage)

A more common infringement scenario:

• LLMs replicating outputs derived from copyrighted training 
data, which raises significant legal and ethical concerns.

❑  Ordinary LLM users inadvertently accessing 
copyrighted material without proper authorization 
or payment.

❑  Malicious users exploiting LLMs through 
jailbreak attacks to extract copyrighted/private 
material intentionally.

32
[1] Carlini, Nicholas, et al. “Extracting training data from large language models.” 30th USENIX Security Symposium (USENIX Security 21), 2021, pp. 2633–2650.

Large-scale extraction attack [1] is used to 
extract private information from language 
models.



What lead to LLMs output copyrighted contents?

• Memorization
• LLMs output copyrighted content that originates from their training data.

• RAG or in-context learning
• LLMs output copyrighted content that originates from user prompt or retrieve enhanced 

context.

33



Title Year Motivation Probing Method Key Findings Root Cause Link

CoTaEval: Copyright 
Takedown Benchmark

NeurIPS 
2024

Benchmarking copyright 
risks and utilities of LLMs 

when apply takedown 
method 

Direct probing, 
Indirect probing

LLMs reveals copyright content, even 
retain some level of copyright 
knowledge after intervention. 

Memorization https://arxiv.org/pdf/2406.18664

LLMs and Memorization: 
Copyright Compliance

AAAI - 
AIES
2024

Uses European copyright 
law as an evaluation 

framework
Direct Probing

Defines 160-character threshold for 
assessing potential copyright 

violations
Memorization https://arxiv.org/pdf/2405.18492

Copyright Violations and 
Large Language Models

EMNLP
2023

Experiments with 
verbatim reproduction 
over books and code 

snippets

Direct Probing Shows evidence of memorization and 
redistribution risks Memorization https://arxiv.org/pdf/2310.13771

SHIELD: Evaluation and 
Defense Strategies for 

Copyright Compliance in 
LLMs

EMNLP
2024

Analyzes compliance 
risks and proposes 
real-time defenses

Direct Probing,
Adversarial Probing 

(Jailbreaking)

Demonstrates that jailbreaking attacks 
can lead LLMs to generate 

copyrighted text
Memorization https://arxiv.org/pdf/2406.12975

Copyright Traps for Large 
Language Models ICML

2024

Embeds fictitious 
"copyright traps" in 

training data

Copyright Trap Probing 
(Planted Data)

Successfully detects unauthorized 
use of copyrighted materials in LLMs Memorization https://arxiv.org/pdf/2402.09363

BookTection & 
arXivTection

ICML
2024

Compares 
model-generated text with 

curated book passages 
and arXiv papers

Direct Probing,
Indirect Probing 

(paraphrased probing)

Helps detect the presence of 
copyrighted content in LLM training 

datasets
Memorization https://arxiv.org/html/2402.09910v2

Do LLMs Know to 
Respect Copyright 

Notice?
EMNLP

2024

Analyzes LLM behavior 
when encountering 

explicit copyright notices
Retrieval-Based Probing 

Finds that LLMs often disregard 
copyright disclaimers and generate 

content based on protected text
RAG https://arxiv.org/pdf/2411.01136

Summary of Copyright Benchmark/Probing Papers 



Summary of Probing Method 

● Direct probing

○ Prompt the LLM directly for copyrighted content. 

○ Prefix probing if add copyrighted content as prefix to induce memory.

● Indirect probing

○ Use reworded or implicit prompts to elicit copyrighted material.

● Adversarial probing

○ Craft prompts to bypass model safeguards and extract protected content.

● Copyright trap probing

○ Embed known copyrighted snippets in training data to test reproduction.

● Retrieval-based probing

○ Provide retrieved copyrighted content in the prompt and check model behavior.



Metrics ● Character Level LCS
● Word Level LCS
● …

● ROUGE-1
● ROUGE-L
● Word Level ACS
● Levenshtein Distance
● MinHash Similarity
● …

● Semantic Similarity

[1] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.

Summary of Evaluation Metrics 



Paper / Benchmark Exact Match (EM) / 
Verbatim Copying Rate

Near-Duplicate 
Matching (BLEU, 
ROUGE, Jaccard, 

Edit Distance)

Semantic Similarity Compliance/
Refusal Rate

Copyright Trap 
Trigger Rate Perplexity

Recall & Precision 
(for Copyright 
Classification)

COTAEVAL: 
Copyright 
Takedown 

Benchmark

✅ ✅ ✅ ❌ ❌ ❌ ❌

SHIELD ✅ ✅ ❌ ✅ ❌ ❌ ❌

CopyBench ✅ ✅ ❌ ❌ ❌ ❌ ❌

LLMs and 
Memorization: 

Copyright Compliance
✅ ✅ ❌ ❌ ❌ ❌ ❌

Copyright Traps for 
Large Language 

Models
❌ ❌ ❌ ❌ ✅ ✅ ❌

BookTection & 
arXivTection ✅ ✅ ❌ ❌ ❌ ❌ ✅

Copyright Violations 
and Large Language 

Models
✅ ✅ ❌ ❌ ❌ ❌ ❌

Do LLMs Know to 
Respect Copyright 

Notice?
✅ ✅ ✅ ✅ ❌ ❌ ❌

Summary of Evaluation Metrics 



CoTaEval

38

• A comprehensive copyright risk and takedown benchmark

• Evaluating copyright content regurgitation risks vs LLM utility

• Evaluating copyright takedown methods 

• Prompting scenario: Memorization vs RAG

[1] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.



CoTaEval
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• Probing from risk vs utility perspective

• Risk Eval: Using direct and explicit query that induce model to generate known copyrighted content.

• Utility Eval: The model is given query about general knowledge related to copyrighted book.



CoTaEval

40

• Evaluation results

• LLMs can generate verbatim copyrighted 

content when prompted correctly.

• This occurs more frequently in larger models 

(e.g., 13B+ parameters), indicating that scale 

increases memorization risks.

• No Takedown Method is Perfect – Copyright 

Takedowns Are Incomplete. All removal 

techniques leave traces of copyrighted 

knowledge.

• Even the best approaches reduce 

memorization but do not fully eliminate 

paraphrased content leakage.



CopyBench

• Evaluating LLMs copyright infringement and utility at the same time

• Two categories of reproduction of copyrighted content

• Literal vs Non-literal 

• Two categories of model utility

• Fact recall vs Fluency

41
[1] Chen, Tong, et al. "CopyBench: Measuring Literal and Non-Literal Reproduction of Copyright-Protected Text in Language Model Generation." EMNLP 2024.



NoticeBench - Copyright Notice Compliance

42

• Context probing (with explicit copyright 
content and disclaimer)

• Evaluating LLMs  recognize and comply 
with copyright notices when generating 
text, given user/rag enriched prompts.
 

• Do LLMs treat copyrighted vs. public 

domain content differently?

[1] Xu, Jialiang, et al. "Do LLMs Know to Respect Copyright Notice?" EMNLP 2024. 



NoticeBench - Copyright Notice Compliance

43

• Four types of common copyrighted 

material

• Four types of user requests under user 

context or RAG context.

• Diverse real-world copyright notice, public 

and private

• Considering prompt paraphrasing for 

robust evaluation

• Considering diverse notice positions.



NoticeBench - Copyright Notice Compliance
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• LLMs do not Reliably recognize or 

respect copyright notices.

• Copyright compliance varies across 

models and user requests.

• Verbatim and near-verbatim 

reproduction occurs frequently.



SHIELD - Evaluation and Defense for Copyright Compliance
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• Direct probing considering copyright status

• The model is given a direct and explicit query 

related to known copyrighted content and public 

domain material.

• Example: Asking a model trained on The Great 

Gatsby to generate the first paragraph.

• If the model outputs verbatim content, it indicates 

high memorization.

[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024.



SHIELD
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• Adversarial Probing
• More robust evaluation under jailbreak attack

• 3 jailbreak categories

• 76 attack templates



SHIELD

47

• Evaluation on copyrighted domain



SHIELD
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• Evaluation on public domain

1. Claude-3 is overly protective, refusing to 
generate public domain text,

2. GPT-3.5 Turbo and GPT-4o generate the most 
text with the lowest refusal rate. 

3. Among open-source models, LLaMA 3 generates 
the most, and Mistral 7B the least.



SHIELD
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• Defense mechanism

• Train the agent to pre-check user prompts and search whether it 
involves copyright-active materials

• Agent refuses prompts with high copyright risks.



SHIELD

50

• Risk evaluation with defense mechanism



Thanks!
Denghui Zhang

dzhang42@stevens.edu

Check our paper for more details: 
Do LLMs know to respect copyright notice? Github: noticebench

https://aclanthology.org/2024.emnlp-main.1147.pdf
https://github.com/liamjxu/NoticeBench


SHIELD - Evaluation and Defense for Copyright 

Compliance

Xiaoze Liu
Purdue University

5/3/2025



SHIELD 

53

● Issue in the copyright protection in LLMs 

- two sides to the coin

○ LLMs may infringe copyright (shown in 

the first dialog) 

○ They may also over-restrict 

non-copyright text (shown in the 

second dialog)

[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024.



SHIELD 
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● Challenges SHIELD is trying to resolve

○  The need for a comprehensive evaluation benchmark for copyright compliance. 

○  Addressing robustness against safeguard bypassing attacks. 

○ Developing effective defenses against generating copyrighted text without impairing 

performance.

[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024.



SHIELD 
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● Curated dataset for Controlled Copyright Experiments

○ Content Sources and Composition: Books, Songs, Poems from highly popular public listings

■ Books: Wikipedia, Goodreads

■ Poems: discoverpoetry.com

■ Songs: Wikipedia, Spotify

[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024.



SHIELD
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● Types of probing in SHIELD
○ Prefix probing: The model is given a text from the copyrighted 

work as a prefix and do the text completion task (as the first dialog 

shows)

○ Direct probing: The model is given a direct and explicit query 

related to known copyrighted content and public domain material (as 

the second dialog shows)

○ Jailbreaking: Integrating direct probing with jailbreaking attacks (will 

be discussed in the next page)

● If the model outputs verbatim content, it indicates high 

memorization.
[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024.



SHIELD
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● Adversarial Probing with jailbreak 
attacks

○ Fixed templates (from Liu et al.):
■ 3 jailbreak categories
■ 76 attack templates

○ Automatic jailbreaking (Chao et al):
■ Generate optimal jailbreaking prompts 

[1] Liu, Yi, et al. "Jailbreaking ChatGPT via Prompt Engineering: An Empirical Study" arXiv 2023.
[2] Chao, Patrick, et al. “Jailbreaking black box large language models in twenty queries” arXiv 2023.



SHIELD
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● Evaluation on copyrighted 
domain

○ All the models have failure cases 
in protecting copyright (can be 
shown by the Max amount)

○ Claude 3 outperforms other 
models in protecting copyright, 
followed by GPT4o

○  Many of the jailbreaking attack 
prompts failed (shown by the high 
refusal rate) but some of them 
are more effective, leading to a 
higher maximum value for almost 
all models



SHIELD
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● Evaluation on public domain

1. Claude-3 is overly protective, refusing to 
generate public domain text

2. GPT-3.5 Turbo and GPT-4o generate the most 
text with a low refusal rate 

3. Among open-source models, LLaMA 3 
generates the most, and Mistral 7B the least.



SHIELD
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● Evaluation with jailbreak 
attacks

• Jailbreak attacks can 
increase the amount of 
copyright text generated by 
LLMs 
• Automated Jailbreaking may 
not be as good as the best 
human made Jailbreaking 
prompts

• Automated Jailbreaking 
attack can be used in 
resolving overprotection issue 
incurred by the Claude 3 
model on public domain 
dataset



SHIELD
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● Defense mechanism
○ Train the agent to pre-check user prompts and search whether it 

involves copyright-active materials

○ Agent refuses prompts with high copyright risks.



SHIELD
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● Risk evaluation with defense mechanism



SHIELD
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● Case study on the first line 
of Harry Potter

○ No defense: directly 
outputs the original 
content

○ Previous work 
(MemFree) introduces 
significant hallucinations 

○ Our method rejects the 
query immediately



SHIELD
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● The defense mechanism 
doesn’t incur additional 
overprotection on public domain 
text

● The metrics show identical 
result on with and without 
SHIELD defense mechanism 
when public domain data is 
used.



SHIELD
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● Case study: What if we tell the model there is copyright violation while 
there is not? 

○ All models output significantly less content with Llama 3 and Mistral refusing almost 100% 
queries

○ This may indicate those models don’t have ability to clearly distinguish copyright status



SHIELD
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● Case study: SHIELD Defense vs Jailbreaking Attacks
○ Baseline (MemFree) can prevent model from generating copyrighted content but 

won’t let LLM refuse the malicious queries

○ SHIELD Defense lowers both the average and the maximum value of metrics 
indicating verbatim memorization with nearly 100% refusal rate



SHIELD
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● For successful defense, efficiency varies 
based on when the detection begins 
(before LLM answer or after LLM answer)

■ If defense happens before LLM 
answering, only prompt is checked, due 
to the shorten refusal answer, the overall 
response time can be shorter

■ If defense happens after LLM answering, 
both prompt and LLM answer are 
checked, the LLM is required to write a 
refusal reply, which increase response 
time to 1.5x the original. 

● For prompts with no copyright issue, 
SHIELD have little or no impact on the 
overall response time



SHIELD
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● Discussions on the future improvements of the defense mechanism
○ Mitigating overprotection

■ It’s hard to remove overprotection after the training phase
■ Jailbreaking has this ability but it may also be used in other malicious ways

○ Improving Efficiency

■ Detection of copyright mitigation can be in real-time 
■ May apply a small scale model to generate and detect copyright infringement 

(similar to speculative decoding) 
○ For open weight LLMs

■ It’s hard to protect copyright with inference time methods (agents, modified 
decoding process, etc.)

■ Better with unlearning or alignment approaches before releasing the weight. 



SHIELD
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● Summary
○ Evaluating the Performance of LLMs: We provided a comprehensive evaluation of various 

models, highlighting the trade-offs between rejecting copyrighted content and generating 
non-copyrighted material efficiently. 

○ Assessing Jailbreak Attacks: Our findings revealed how jailbreak attacks impact copyright 
compliance and overprotection, emphasizing the need for robust defenses. 

○ Introducing a New Defense Mechanism: Our real-time, model-agnostic defense strategy 
prevents copyright violations without sacrificing the generation of legitimate content.



Thanks!
Xiaoze Liu

xiaoze@purdue.edu



LLMs Copyright Risks:
Copyright Behavior Backtracking

Zhaozhuo Xu
Stevens Institute of Technology

5/3/2025



Backtracking the behavior of LLM

1. What LLM parameters lead to this 
behavior?

2. What training data leads to this 
behavior?



73

Locate LLM parameters

73

Question: What LLM parameters lead to this behavior?

Input Weight

Building blocks of LLM: Matrix Multiplication



Finding Copyright-Sensitive LLM Parameters

Sparse parameter mask 
with k nonzeros Concerned query and generation

Gradient of LLM
Gradient Mask

[1] "Zeroth-Order Fine-Tuning of LLMs with Transferable Static Sparsity." ICLR 2025.



75

Sparse mask each layer

75

Observation:

If perturb these parameters, how does it affect LLM 
performance?

Input Weight



Backtracking the behavior of LLM

1. Given the model

2. Perturb the LLM parameters with 
sparse mask

3. Measure the behavior

[1] "Zeroth-Order Fine-Tuning of LLMs with Transferable Static Sparsity." ICLR 2025.



Backtracking the behavior of LLM

1. Given the model

2. Perturb the LLM parameters with 
sparse mask

3. Measure the behavior
Perturb LLM 
Parameters

[1] "Zeroth-Order Fine-Tuning of LLMs with Transferable Static Sparsity." ICLR 2025.



Backtracking the behavior of LLM

1. Given the model

2. Perturb the LLM parameters with 
sparse mask

3. Measure the behavior
Perturb LLM 
Parameters

[1] "Zeroth-Order Fine-Tuning of LLMs with Transferable Static Sparsity." ICLR 2025.



Find Copyright Sensitive Training Data: Influence Function

1. LinFik Kernel: Measure the inner product between the gradients of training 
data and copyrighted test generation.

2. Expensive to compute and store.
Model weight

Training data

 Generation

[1] “Understanding Black-box Predictions via Influence Functions.” ICML 2017
[2] “Token-wise Influential Training Data Retrieval for Large Language Models.” ACL 2025
[3] “ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation.” NACCL 2025



Find Copyright Sensitive Training Data: Influence Function

Query

LLM training data

Retrieval

[1] “Token-wise Influential Training Data Retrieval for Large Language Models.” ACL 2025
[2] “ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation.” NACCL 2025



Find Copyright Sensitive Training Data

[1] “Token-wise Influential Training Data Retrieval for Large Language Models.” ACL 2025
[2] “ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation.” NACCL 2025



Find Copyright Sensitive Training Data

Retrieval



What is the benefits of backtracking?

1. Connect LLM behaviors with LLM parameters.
1) Mitigating with LLM model editing
2) Understand the functionality of LLM parameters

2. Identify the contribution of training data to LLM behaviors.
1) Unlearning of detected training data as a mitigation
2) Understand the relationship of LLM training data to its behavior



Thanks!
Zhaozhuo Xu

zxu79@stevens.edu

Check our paper for more details: 
[ACL 24] Token-wise Influential Training Data Retrieval for Large Language 
Models
[NAACL 25] ALinFiK: Learning to Approximate Linearized Future Influence 
Kernel for Scalable Third-Parity LLM Data Valuation
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Recap: Causes of Copyright Infringement

Evaluation
Does the method applicable to
1. Memorization?
2. RAG?



Recap: Copyright Risk Evaluation

Metrics ● Character Level LCS
● Word Level LCS
● …

● ROUGE-1
● ROUGE-L
● Word Level ACS
● Levenshtein Distance
● MinHash Similarity
● …

● Semantic Similarity



Takedown Strategy Evaluation

Does the takedown method:
● Effectively reduces the copyright risk?
● Good at balancing the tradeoffs among 

○ Risk Reduction, 
○ Utility, 
○ Efficiency?

● Applicable to both RAG and Memorization Scenario?
● Scalable?
● Sustainable?



Stages for Copyright Takedown

Stages Methods Caveats

Training-Phase Takedown
Remove high risk data from the 
pretraining corpus or introduce 
new training paradigms

1. Identifying copyrighted 
content/high risk data is 
tricky

2. Cannot defend RAG scenario
3. Lose a lot of high quality data 

→ worse performance

Post-training Takedown Do intervention after the 
training is complete

1. Identifying “copyright 
infringement” is tricky

2. Balance the tradeoffs among 
risk reduction, utility, and 
efficiency



Taxonomy of Training-phase Takedown Strategies

● Remove High Risk Data
○ SILO Language models[1]

● New Training Paradigm
○ GoldFish Loss[2]

○ CP-Δ Pretraining[3]

[1] Min, Sewon, et al. "Silo language models: Isolating legal risk in a nonparametric datastore." ICLR 2024.
[2] Hans, Abhimanyu, et al. "Be like a Goldfish, Don't Memorize! Mitigating Memorization in Generative LLMs." NeurIPS 2024.
[3] Vyas, Nikhil, Sham M. Kakade, and Boaz Barak. "On provable copyright protection for generative models." ICML 2023.



SILO Language Models[1]

[1] Min, Sewon, et al. "Silo language models: Isolating legal risk in a nonparametric datastore." ICLR 2024.

● Only train model on the public 
domain text and permissively 
licensed code

● Isolate the high risk data into 
separate datastore for retrieval.

Caveats:
● Weak performance
● May not good at isolating all high 

risk data in the RAG scenario. 
(Esp. Web Retrieval)



Goldfish Loss[1]

[1] Hans, Abhimanyu, et al. "Be like a Goldfish, Don't Memorize! Mitigating Memorization in Generative LLMs." NeurIPS 2024.

Training Loss:

We ignore the loss on the token where goldfish mask                        is 0.

Caveats:
● Weak performance
● May not good at handling “Near-Duplicate” and “Semantic Similar”
● May not good at handling RAG scenario



CP-Δ Pre-training[1]

[1] Vyas, Nikhil, Sham M. Kakade, and Boaz Barak. "On provable copyright protection for generative models." ICML 2023.

Original Model 
(Trained on the full 
dataset       , 
memorized all            )

Model     (Trained on 
,the half of the dataset       
, memorized all             ) 

Model     (Trained on 
,the other half of the 
dataset       , memorized 
all             ) 

+

Copyright -Safe Model    
,does not memorize any 
copyrighted materials.



CP-Δ Pre-training[1]

[1] Vyas, Nikhil, Sham M. Kakade, and Boaz Barak. "On provable copyright protection for generative models." ICML 2023.

1. Sharded Safe

2. CP - Δ

Caveats:
● Sharded Safe may be hard to 

guarantee
● Weak performance
● May not be good at handling RAG 

scenario
● Efficiency Drop: 2x Inference time



Taxonomy of post-training takedown strategies

● General Prevention
○ System Prompt[1]

○ Top-k Perturbation[2]

● Decoding Time Intervention
○ MemFree[3]

○ Reversed Context Aware Decoding[4]

● Agent-Based Decoding Intervention[5]

● Unlearning based mitigations

[1] Xie, Yueqi, et al. "Defending chatgpt against jailbreak attack via self-reminders." Nature Machine Intelligence 5.12 (2023): 1486-1496.
[2] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.
[3] Ippolito, Daphne, et al. "Preventing Generation of Verbatim Memorization in Language Models Gives a False Sense of Privacy." INLG 2023 (2023): 28.
[4] Shi, Weijia, et al. "Trusting Your Evidence: Hallucinate Less with Context-aware Decoding." NACCL 2024
[5] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." EMNLP 2024



General Prevention
System Prompt

From Bing Chat:

You are a helpful, respectful and honest assistant. You must not reply with 
content that violates copyrights for books, news articles, or song lyrics.

Stronger Version: Combining system prompt and self-reminder in user prompt[1]

[1] Xie, Yueqi, et al. "Defending chatgpt against jailbreak attack via self-reminders." Nature Machine Intelligence 5.12 (2023): 1486-1496.



General Prevention

22.0
21.6
21.4
20.9

LogitsToken ID
29871
5672
22172
590

Gaussian Noise
1.3
2.4
2.2
1.7

23.3
24.0
23.6
22.6

Logits’

+

Top-k Perturbation[1]

● Randomly add Gaussian Noise 
on the logits distribution.

Caveats:
● Huge impact on performance
● Cannot effectively mitigate near 

duplicate/semantic similarity.

[1] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.



Decoding Time Intervention

● N-gram overlap detection with 
Bloom filter

● Iterative top-down resampling

Caveats:
● Hurts utility when n-gram is small
● Cannot effectively mitigate near 

duplicate/semantic similarity: 
punctuations, whitespace etc can 
easily bypass the detection!

[1] Ippolito, Daphne, et al. "Preventing Generation of Verbatim Memorization in Language Models Gives a False Sense of Privacy." INLG 2023 (2023): 28.

Memfree Decoding[1]



Decoding Time Intervention

[1] Shi, Weijia, et al. "Trusting Your Evidence: Hallucinate Less with Context-aware Decoding." NACCL 2024
[2] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.

Reversed Context-Aware 
Decoding[1][2]

● Retrieve the most related content 
from the blocklisted content 
datastore

● Downweight the retrieved 
blacklisted content during 
decoding process

Caveats:
● Utility Drop
● Efficiency Drop: 2x Inference time



Agent-Based Intervention[1]

[1] Liu, Xiaoze, et al. "SHIELD: Evaluation and Defense Strategies for Copyright Compliance in LLM Text Generation." arXiv preprint arXiv:2406.12975 (2024).

● Detect the presence of the 
copyrighted materials in the 
generated content w/ n-gram 
detection

● Call web services to verify the 
copyright status

● Guide the language model to 
generate the low risk content

Caveats:
● N-gram detection can be bypassed easily
● Efficiency Drop



Unlearning-Based Intervention

[1] Thudi, Anvith, et al. "Unrolling sgd: Understanding factors influencing machine unlearning." 2022 IEEE 7th European Symposium on Security and Privacy (EuroS&P). IEEE, 2022.
[2] Zhang, Ruiqi, et al. "Negative preference optimization: From catastrophic collapse to effective unlearning." arXiv preprint arXiv:2404.05868 (2024).
[3] Ilharco, Gabriel, et al. "Editing models with task arithmetic." arXiv preprint arXiv:2212.04089 (2022).
[4] Eldan, Ronen, and Mark Russinovich. "Who's Harry Potter? Approximate Unlearning in LLMs." arXiv preprint arXiv:2310.02238 (2023).

Forget set: contains high risk data that needs to be removed
Retain set: contains the data to be kept to maintain utility.

Families of Unlearning Methods:
● Gradient Ascent (GA)[1]

● Negative Preference Optimization 
(NPO)[2]

● Task Vectors[3]

● Who’s Happy Potter (WHP)[4]

Two Regularizers for Utility 
Preservation:
● Gradient Descent on the 

Retain Set[2]

● KL Divergence minimization 
on the Retain Set[2]

+



Unlearning-Based Intervention

[1] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.
[2] Shi, Weijia, et al. "Muse: Machine unlearning six-way evaluation for language models." arXiv preprint arXiv:2407.06460 (2024).

Caveats:
● Requires extensive hyperparameter 

search[1]

● Utility Drop[1]

● Cannot sustainably accommodate 
sequential unlearning requests[2]

● Scale poorly with forget set sizes[2]



Unlearning-Based Intervention

[1] Wei, Boyi, et al. "Evaluating Copyright Takedown Methods for Language Models." NeurIPS 2024 Track on Datasets and Benchmarks.
[2] Shi, Weijia, et al. "Muse: Machine unlearning six-way evaluation for language models." arXiv preprint arXiv:2407.06460 (2024).

Caveats:
● Requires extensive hyperparameter 

search[1]

● Utility Drop[1]

● Cannot sustainably accommodate 
sequential unlearning requests[2]

● Scale poorly with forget set sizes[2]



Thanks!
Boyi Wei

wby@princeton.edu

Check our paper for more details: 
Evaluating Copyright Takedown Methods for Language models: cotaeval.github.io

http://cotaeval.github.io
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Pre-training need high-quality data

Parmar et al. Data, Data Everywhere: A Guide for Pretraining Dataset Construction. EMNLP 2024



However…

Parmar et al. Data, Data Everywhere: A Guide for Pretraining Dataset Construction. EMNLP 2024

Highly quality 
domains may also 
exhibit high toxicity 

risks, including 
copyright risks (i.e. 

new articles on 
sensitive topics) 



Does your LLM truly unlearn?

Sometimes the “forgotten” knowledge could be relatively easily recovered

Zhang et al. Does your LLM truly unlearn? An embarrassingly simple approach to recover unlearned knowledge. ICLR 2025



RLHF and Constitutional AI (CAI)

• Exhaustive human 
annotation collection and 
reward model training

• Pre-composed guidelines to 
direct the alignment process

• A fixed set of norms may be 
hard to transfer in a 
disparate domain / culture / 
society

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



The IterAlign Framework

• Red Teaming

• Constitution Proposal

• Constitutional-induce 
Self Reflection

• Supervised Fine-Tuning 
(SFT)

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



IterAlign – Red Teaming

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



IterAlign – Constitutional Proposal

• Data-driven summarization 
of the violations in the 
outputs

• The proposed 
constitutions summarize 
the common violations in 
the base model’s outputs

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



IterAlign – Self Reflection and SFT

• Self Reflection via 
in-context learning (ICL)

• The new outputs are 
examined to make sure 
they are satisfactory

• The base model is 
fine-tuned on the new 
outputs using the 
auto-regressive generative 
objective

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



Empirical Results - Setup

• Base models
• {Llama-2, Llama-2-chat, Vicuna-v1.5} * {7B, 13B}

• Red Teaming datasets
• Anthropic hh-rlhf
• DangerousQA
• HarmfulQA

• Evaluation datasets
• TruthfulQA
• BIG-bench HHH Eval



Empirical Results - TruthfulQA

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



Empirical Results – BigBench HHH

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



Empirical Results – Iterative 
Improvements

Chen et al. IterAlign: Iterative Constitutional Alignment of Large Language Models. NAACL 2024



Empirical Results – Proposed 
Constitutions
• More general constitutions are 
produced during the early 
iterations

• More specialized constitutions 
are proposed in later stages

• General safety issues are 
more likely to exist before 
alignment

• Later stages will focus more 
on checking for remaining 
minor violations 



Conclusions

• In-depth investigation of the constitution alignment challenges 
faced by LLMs

• IterAlign is proposed as a data-driven framework for LLMs that 
utilizes red teaming data and a stronger LLM to automatically 
discover constitutions, enabling iterative LLM alignment. 

• Empirical results on various safety benchmark datasets and 
multiple base LLMs demonstrate that IterAlign successfully 
enhances truthfulness, helpfulness, harmlessness, and 
honesty.



Unlearning vs. Alignment

Aspect Unlearning Alignment

Goals
Remove specific undesired knowledge or 
behaviors (e.g., privacy-sensitive info, harmful 
data)

Ensure overall behavior matches human values 
(helpful, honest, harmless)

Techniques

- Fine-tuning on “forget” datasets
- Gradient-based forgetting
- Selective knowledge removal
- Weight patching & targeted retraining

- Reinforcement Learning from Human Feedback
- Supervised fine-tuning (instruction-following)
- Constitutional AI & rule-based training
- Adversarial prompt training

Examples
- Removing copyrighted text, private info
- Erasing harmful or biased memorization

- GPT-4, ChatGPT alignment via RLHF
- Claude using constitutional principles



Thanks!
Xiusi Chen

xiusic@illinois.edu

Check our paper for more details: 
IterAlign: Iterative Constitutional Alignment of Large Language Models
Github: https://github.com/xiusic/IterAlign

https://aclanthology.org/2024.naacl-long.78.pdf
https://github.com/xiusic/IterAlign
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Impressive Progress of Natural Language 
Processing (NLP)
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Experiment
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Writing

Paper 
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Copyright Plays an Important Role in Research 
Lifecycle



Scientific 
LLM is 
exploding!

Zhang, Q., Ding, K., Lyv, T., Wang, X., Yin, Q., Zhang, Y., ... & Chen, H. (2024). Scientific large language models: A survey on biological & chemical domains. arXiv preprint arXiv:2401.14656.



Copyright in Scientific LLMs and VLMs
• Extraction attacks demonstrate that LLMs and VLMs memorize 
portions of their training data, which can be used to detect 
copyright infringement[1,2]

• Document-level membership inference are not effective when short and 
medium-length synthetic sequences repeated a significant number of 
times; however, longer sequences repeated a large number of times 
can be reliably used as copyright traps[1]

• Specific training images can be extracted from text-to-image diffusion 
models more easily compared to generative adversarial networks[2]

[1] Meeus, M., Shilov, I., Faysse, M., & De Montjoye, Y. A. (2024). Copyright traps for large language models. ICML 2024.
[2] Carlini, N., Hayes, J., Nasr, M., Jagielski, M., Sehwag, V., Tramer, F., ... & Wallace, E. (2023). Extracting training data from diffusion models. In 32nd USENIX Security Symposium (USENIX Security 23) (pp. 5253-5270).



Copyright Plays an Important Role in Research 
Lifecycle
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Hu et al., 2021 Context-aware interaction network for question matching. EMNLP



Copyright Risk in Scientific Information 
Extraction
• Scientific publications, including journal articles and patents, are 
typically protected by copyright against data mining 

• Extracting chemical reactions from patents using LLMs raises concerns 
about reproducing protected content without permission[1] 

[1] Vangala, S. R., Krishnan, S. R., Bung, N., Nandagopal, D., Ramasamy, G., Kumar, S., ... & Roy, A. (2024). Suitability of large language models for extraction of high-quality chemical reaction dataset from patent literature. Journal of Cheminformatics, 16(1),
[2] Schilling-Wilhelmi, M., Ríos-García, M., Shabih, S., Gil, M. V., Miret, S., Koch, C. T., ... & Jablonka, K. M. (2025). From text to insight: large language models for chemical data extraction. Chemical Society Reviews.



Copyright Risk in Scientific Information 
Extraction
• Scientific publications, including journal articles and patents, are 
typically protected by copyright against data mining 

• Only a few publishers, such as Elsevier, Wiley, and Springer Nature, 
provide a general copyright license for text and data mining (TDM) use 
in addition to their usual contracts[1]

[1] Schilling-Wilhelmi, M., Ríos-García, M., Shabih, S., Gil, M. V., Miret, S., Koch, C. T., ... & Jablonka, K. M. (2025). From text to insight: large language models for chemical data extraction. Chemical Society Reviews.



Copyright Risk in Scientific Information 
Extraction
• Scientific publications, including journal articles and patents, are 
typically protected by copyright against data mining. 

• Malicious papers generated by LLMs can poison medical KGs[1] 

[1] Yang, J., Xu, H., Mirzoyan, S., Chen, T., Liu, Z., Liu, Z., ... & Wang, S. (2024). Poisoning medical knowledge using large language models. Nature Machine Intelligence, 6(10), 1156-1168.
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Qin, Y., Zhang, J., Lin, Y., Liu, Z., Li, P., Sun, M., & Zhou, J. (2022). Elle: Efficient lifelong pre-training for emerging data. Findings of the Association for Computational Linguistics: ACL 2022.

Copyright Plays an Important Role in Research 
Lifecycle



Types of AI-Assisted Hypothesis Generation

Information 
Extraction

Scientific Articles

External 
Canonical KB

Non- 
Canonical 

KB

Joint KB

Link Prediction

Generative 
Idea Discovery

Human 
Machine 

Collaborated 
DiscoveryAI-Assisted Hypothesis 
Generation

Swanson, D. R. (1986). Undiscovered public knowledge. The Library Quarterly, 56(2), 103-118.



Copyright in Hypothesis Generation
• Retrieval-augmented generation is used to generate new ideas
• While retrieval-augmented generation reduces the output of 
memorized training data, it also makes LLMs more prone to 
leaking retrieved private content[1]

[1] Zeng, S., Zhang, J., He, P., Xing, Y., Liu, Y., Xu, H., ... & Tang, J. (2024). The good and the bad: Exploring privacy issues in retrieval-augmented generation (rag). Findings of the Association for Computational Linguistics: ACL 2024..



Copyright in Source Text
• Convert scholarly documents into representations (Knowledge 
Units) that preserve factual knowledge while discarding 
authorial style, thus helping to navigate copyright constraints[1]

[1] Schuhmann, C., Rabby, G., Prabhu, A., Ahmed, T., Hochlehnert, A., Nguyen, H., ... & Bethge, M. (2025). Project Alexandria: Towards Freeing Scientific Knowledge from Copyright Burdens via LLMs. arXiv preprint arXiv:2502.19413.



Copyright in Source Text
• Convert scholarly documents into representations (Knowledge 
Units) that preserve factual knowledge while discarding 
authorial style, thus helping to navigate copyright constraints[1]

[1] Schuhmann, C., Rabby, G., Prabhu, A., Ahmed, T., Hochlehnert, A., Nguyen, H., ... & Bethge, M. (2025). Project Alexandria: Towards Freeing Scientific Knowledge from Copyright Burdens via LLMs. arXiv preprint arXiv:2502.19413.

Points for improvement:
▪ Include multimedia information to cover proofs, tables, into existing knowledge units
▪ Provide multi-source fact checking algorithms to  mitigate hallucinations



Copyright in External Knowledge Base
• Applying existing watermarking techniques to knowledge bases 
(used in RAG) can negatively impact the performance of the 
retrieval-augmented generation process[1]

• Optimize watermark phrases and the target chain-of thought which is 
used for copyright detection in the retrieval-augmented generation[1]

[1] Guo, J., Li, Y., Chen, R., Wu, Y., Liu, C., Chen, Y., & Huang, H. (2025). Towards Copyright Protection for Knowledge Bases of Retrieval-augmented Language Models via Ownership Verification with Reasoning. arXiv preprint arXiv:2502.10440.

Points for improvement:
▪ Add a self-consistency check procedure to ensure that alternative chain-of-thought paths (those 

not used for verification) are not adversely affected
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Copyright in Planning and Experiment
• Code generation plays an important role for many research 
lifecycle. However, its use with LLM suffer from copyright issues

[1] Xu, W., Gao, K., He, H., & Zhou, M. (2024). LiCoEval: Evaluating LLMs on License Compliance in Code Generation. arXiv preprint arXiv:2408.02487.



Copyright in Planning and Experiment
• Code generation plays an important 
role for many research lifecycle. 
However, its use with LLM suffer from 
copyright issues

• LLMs trained on code memorize their 
training data, although generally at lower 
overall rates compared to those trained on 
natural language[1]

• Memorization rates are significantly higher 
for certain types of data, such as 
dictionaries, configurations, data files, 
compared to algorithmic code, 
documentation, or tests[1]

[1] Al-Kaswan, A., Izadi, M., & Deursen, A. (2024). Traces of Memorisation in Large Language Models for Code. In Proceedings of the IEEE/ACM 46th International Conference on Software Engineering. Association for Computing Machinery.



Copyright in Planning and Experiment
• Code generation plays an important role for many research 
lifecycle. However, its use with LLM suffer from copyright issues

• Top performing LLMs produce a non-negligible proportion (0.88% to 
2.01%) of code similar to existing open-source implementations[1]

• Most models did not supply correct license information for such 
outputs, especially failing with copyleft-licensed code [1]

[1] Xu, W., Gao, K., He, H., & Zhou, M. (2024). LiCoEval: Evaluating LLMs on License Compliance in Code Generation. arXiv preprint arXiv:2408.02487.
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Neal, C. L., Henderson, V., Smith, B. N., McKeithen, D., Graham, T., Vo, B. T., & Odero-Marah, V. A. (2012). Snail transcription factor negatively regulates maspin tumor suppressor in human prostate cancer cells. BMC cancer, 12, 1-9.

Copyright Plays an Important Role in Research 
Lifecycle



Copyright in Paper Writing
• LLMs are increasingly used for scientific papers[1]

[1] Weixin Liang, Yaohui Zhang, Zhengxuan Wu, Haley Lepp, Wenlong Ji, Xuandong Zhao, Hancheng Cao, Sheng Liu, Siyu He, Zhi Huang, Diyi Yang, Christopher Potts, Christopher D Manning, & James Y. Zou (2024). Mapping the Increasing Use of LLMs in Scientific 
Papers. In First Conference on Language Modeling.

Estimated Fraction of LLM-Modified Sentences across Academic Writing Venues over Time [1]



Copyright in Paper Writing
• Many LLM-generated research proposals/papers were found to 
be paraphrased or copied from existing works without 
attribution[1]

• Expert annotation shows that 24% of the 50 evaluated LLM-generated 
research documents to be either paraphrased (with one-to-one 
methodological mapping), or significantly borrowed from existing work [1]

[1] Gupta, T., & Pruthi, D. (2025). All that glitters is not novel: Plagiarism in ai generated research. arXiv preprint arXiv:2502.16487..



Copyright in Paper Writing
• Many LLM-generated research proposals/papers were found to 
be paraphrased or copied from existing works without 
attribution[1]

[1] Gupta, T., & Pruthi, D. (2025). All that glitters is not novel: Plagiarism in ai generated research. arXiv preprint arXiv:2502.16487.
[2] Park, B., Go, H., Kim, J. Y., Woo, S., Ham, S., & Kim, C. (2024, September). Switch Diffusion Transformer: Synergizing Denoising Tasks with Sparse Mixture-of-Experts. In European Conference on Computer Vision (pp. 461-477). Cham: Springer Nature 
Switzerland.



Copyright in Citation Generation
• LLMs struggle to find the correct paper when given an 
anonymized reference text[1]

• LLMs achieve only 18.5% and agentic LLMs achieve only 35.3% 
accuracy compared to 69.7% human performance

[1] Press, O., Hochlehnert, A., Prabhu, A., Udandarao, V., Press, O., & Bethge, M. (2024). CiteME: Can Language Models Accurately Cite Scientific Claims?. Advances in Neural Information Processing Systems, 37, 7847-7877.

Points for improvement:
▪ Since most errors are categorized toward the misunderstanding of the excerpt, adding separate 

tools for accurate evidence grounding and a module for contextual paraphrasing could address 
this issue

▪ Other errors come from early stops in the reasoning chain; Methods like self-consistency 
verification, knowledge graph integration, and reasoning chain finetuning are needed to improve 
the accuracy
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Cai, J., Shin, R., & Song, D. (2017). Making neural programming architectures generalize via recursion. Proceedings of the 7th International Conference on Learning Representations..

Copyright Plays an Important Role in Research 
Lifecycle



Copyright in Paper Evaluation
• LLMs are increasingly used for paper reviews[1]

• Between 6.5% and 16.9% of text submitted as peer reviews to these 
conferences could have been substantially modified by LLMs[1]

[1] Liang, W., Izzo, Z., Zhang, Y., Lepp, H., Cao, H., Zhao, X., Chen, L., Ye, H., Liu, S., Huang, Z., McFarland, D.A., & Zou, J.Y. (2024). Monitoring AI-Modified Content at Scale: A Case Study on the Impact of ChatGPT on AI Conference Peer Reviews. Proceedings of 
the 41 st International Conference on Machine Learning,

Shift in Adjective Frequency in ICLR 2024 Peer Reviews[1]



Copyright in Paper Evaluation
• NIH and Taylor & Francis explicitly prohibit peer reviewers from 
using generative AI tools (like ChatGPT) in grant reviews, 
because doing so would reveal confidential application 
materials[1]

• LLMs might use the ideas and data from a confidential paper 
when answering prompts, effectively leaking information[2]

• AI may not be able to properly source or cite literature[3]

[1] https://www.nccih.nih.gov/research/blog/think-again-before-using-generative-ai-during-peer-review-or-as-you-prepare-an-application 
[2] https://taylorandfrancis.com/our-policies/ai-policy/ 
[3] Li, J., Dada, A., Puladi, B., Kleesiek, J., & Egger, J. (2024). ChatGPT in healthcare: a taxonomy and systematic review. Computer Methods and Programs in Biomedicine, 245, 108013.

https://www.nccih.nih.gov/research/blog/think-again-before-using-generative-ai-during-peer-review-or-as-you-prepare-an-application
https://taylorandfrancis.com/our-policies/ai-policy/


Copyright in Paper Evaluation
• In the first major AI copyright ruling, the federal district court 
in Thomson Reuters Enterprise Centre GMBH v. Ross 
Intelligence Inc. handed down a win for copyright owners, 
finding that the fair use defense did not protect a competitor’s 
use of copyrighted works to train its AI technology

[1] https://www.dglaw.com/court-rules-ai-training-on-copyrighted-works-is-not-fair-use-what-it-means-for-generative-ai/
[2] https://www.webpronews.com/thomson-reuters-win-ai-copyright-case-spelling-trouble-for-ai-firms/  

https://www.ded.uscourts.gov/sites/ded/files/opinions/20-613_5.pdf
https://www.ded.uscourts.gov/sites/ded/files/opinions/20-613_5.pdf
https://www.dglaw.com/court-rules-ai-training-on-copyrighted-works-is-not-fair-use-what-it-means-for-generative-ai/
https://www.webpronews.com/thomson-reuters-win-ai-copyright-case-spelling-trouble-for-ai-firms/
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Copyright of Training Knowledge

Pre-Training (mainly focus on data-side)
- License-Aware and Copyright Data Filtering: AutoPureData, Digger [1, 2, 3, 4]

[1] Chu, Timothy, Zhao Song, and Chiwun Yang. "How to protect copyright data in optimization of large language models?." AAAI, 2024.
[2] Vadlapati, Praneeth. "AutoPureData: Automated Filtering of Web Data for LLM Fine-tuning." arXiv preprint arXiv:2406.19271, 2024.
[3] Jin, Sigo, et al. "Optimizing dataset creation: A general purpose data filtering system for training large language models." 2024.
[4] Li, Haodong, et al. "Digger: Detecting copyright content mis-usage in large language model training." arXiv preprint arXiv:2401.00676, 2024.
[5] Cao, Maosong, et al. "Condor: Enhance LLM Alignment with Knowledge-Driven Data Synthesis and Refinement." arXiv preprint arXiv:2501.12273, 2025.
[6] Patel, Ajay, Colin Raffel, and Chris Callison-Burch. "Datadreamer: A tool for synthetic data generation and reproducible llm workflows." ACL, 2024.
[7] Tyagi, Kalpana. "Synthetic Data, Data Protection and Copyright in an era of Generative AI." 2024.
[8] Pan, Yanzhou, et al. "ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation." NAACL 2025.
[9] Choe, Sang Keun, et al. "What is your data worth to gpt? llm-scale data valuation with influence functions." arXiv preprint arXiv:2405.13954 (2024).
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[6] Patel, Ajay, Colin Raffel, and Chris Callison-Burch. "Datadreamer: A tool for synthetic data generation and reproducible llm workflows." ACL, 2024.
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[8] Pan, Yanzhou, et al. "ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation." NAACL 2025.
[9] Choe, Sang Keun, et al. "What is your data worth to gpt? llm-scale data valuation with influence functions." arXiv preprint arXiv:2405.13954 (2024).



Copyright of Training Knowledge

Pre-Training (mainly focus on data-side)
- License-Aware and Copyright Data Filtering: AutoPureData, Digger [1, 2, 3, 4]
- Synthetic Data as a Substitute: Condor, Datadreamer [5, 6, 7]
- Data Valuation: ALinFiK [8]

[1] Chu, Timothy, Zhao Song, and Chiwun Yang. "How to protect copyright data in optimization of large language models?." AAAI, 2024.
[2] Vadlapati, Praneeth. "AutoPureData: Automated Filtering of Web Data for LLM Fine-tuning." arXiv preprint arXiv:2406.19271, 2024.
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[5] Cao, Maosong, et al. "Condor: Enhance LLM Alignment with Knowledge-Driven Data Synthesis and Refinement." arXiv preprint arXiv:2501.12273, 2025.
[6] Patel, Ajay, Colin Raffel, and Chris Callison-Burch. "Datadreamer: A tool for synthetic data generation and reproducible llm workflows." ACL, 2024.
[7] Tyagi, Kalpana. "Synthetic Data, Data Protection and Copyright in an era of Generative AI." 2024.
[8] Pan, Yanzhou, et al. "ALinFiK: Learning to Approximate Linearized Future Influence Kernel for Scalable Third-Parity LLM Data Valuation." NAACL 2025.

(Predict Future Valuation)



Copyright of Training Knowledge

Post-Training:

1. Output Guardrails [1, 2, 3, 4, 5]: GPT-4o

LLM GuardrailOutput

Safe

[1] Rebedea, Traian, et al. "NeMo Guardrails: A Toolkit for Controllable and Safe LLM Applications with Programmable Rails." EMNLP, 2023.
[2] Ayyamperumal, Suriya Ganesh, and Limin Ge. "Current state of LLM Risks and AI Guardrails." arXiv preprint arXiv:2406.12934 (2024).
[3] Hackett, William, et al. "Bypassing Prompt Injection and Jailbreak Detection in LLM Guardrails." arXiv preprint arXiv:2504.11168 (2025).
[4] Yuan, Zhuowen, et al. "RigorLLM: Resilient Guardrails for Large Language Models against Undesired Content." ICML, 2024.
[5] Deng, Yihe, et al. "DuoGuard: A Two-Player RL-Driven Framework for Multilingual LLM Guardrails." arXiv preprint arXiv:2502.05163 (2025).

Potential Copyright Issue ❌



Copyright of Training Knowledge

Post-Training:

2. Unlearning Techniques [4]
- EUL (Efficient Unlearning LLM) [1]
- In-context Unlearning [2]
- KGA (Knowledge Gap Alignment) [3]

[1] Chen, Jiaao, and Diyi Yang. "Unlearn what you want to forget: Efficient unlearning for llms." EMNLP, 2023.
[2] Pawelczyk, Martin, Seth Neel, and Himabindu Lakkaraju. "In-context unlearning: Language models as few shot unlearners." arXiv preprint 
arXiv:2310.07579 (2023).
[3] Wang, Lingzhi, et al. "Kga: A general machine unlearning framework based on knowledge gap alignment." arXiv preprint arXiv:2305.06535 (2023).
[4] https://github.com/snw2021/LLM_Unlearning_Papers

https://github.com/snw2021/LLM_Unlearning_Papers


Copyright of Training Knowledge

Post-Training:

3. Training Data Attribution: RapidIn, LOGRA [1, 2] 

LLM Copyrighted 
Generations RapidIn

Training Dataset

Most Influential 
Training Data

[1] Lin, Huawei, et al. "Token-wise Influential Training Data Retrieval for Large Language Models." ACL, 2024.
[2] Choe, Sang Keun, et al. "What is your data worth to gpt? llm-scale data valuation with influence functions." arXiv preprint arXiv:2405.13954 (2024).



Copyright of Training Knowledge

Post-Training:

4. Knowledge Editing [4, 5, 6, 7]
- Learning to Edit (LTE) [1]
- In-Context Learning Knowledge Editing (IKE) [2]
- Deepedit [3]

Knowledge Trained Model
Editing

New Model

[1] Jiang, Yuxin, et al. "Learning to Edit: Aligning LLMs with Knowledge Editing." ACL, 2024.
[2] Xiong, Hao, et al. "A Two-Stage Approach for Knowledge Editing in LLM." China Conference on Knowledge Graph and Semantic Computing. Singapore: 
Springer Nature Singapore, 2024.
[3] Wang, Yiwei, et al. "Deepedit: Knowledge editing as decoding with constraints." arXiv preprint arXiv:2401.10471 (2024).
[4] Wu, Suhang, et al. "Eva-kellm: A new benchmark for evaluating knowledge editing of llms." arXiv preprint arXiv:2308.09954 (2023).
[5] Zhang, Ningyu, et al. "A comprehensive study of knowledge editing for large language models." arXiv preprint arXiv:2401.01286 (2024).
[6] He, Guoxiu, et al. "Knowledge updating? no more model editing! just selective contextual reasoning." arXiv preprint arXiv:2503.05212 (2025).
[7] Song, Xiaoshuai, et al. "Knowledge editing on black-box large language models." arXiv preprint arXiv:2402.08631 (2024).

https://arxiv.org/abs/2401.10471
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Copyright of Training Knowledge

Post-Training:

5. Knowledge Management (Open Problem)
- LoRA? (Straightforward)
- Concept Learning?
- RAG (Retrieval-Augmented Generation)?

Knowledge 1 Knowledge 2 Knowledge 3 Knowledge 4

LLM

Import

Ex
po

rt
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Add Watermark

Watermark

Watermark

Wate

Copyright of Artifacts (Trained Model)

1. Watermarking the Model
- Double-i Watermark [1]
- Remark-LLM [2]

LLM LLM
Watermark

Watermark

Wate

Watermarked Model

[1] Li, Shen, et al. "Double-i watermark: Protecting model copyright for LLM fine-tuning." arXiv preprint arXiv:2402.14883 (2024).
[2] Zhang, Ruisi, et al. "{REMARK-LLM}: A robust and efficient watermarking framework for generative large language models." 33rd USENIX Security 
Symposium (USENIX Security 24). 2024.

Robustness: After fine-tuning, the watermark can be still detected.



Specific Input

Copyright of Artifacts (Trained Model)

2. Model Fingerprint
- Chain & Hash [1]
- Instructional Fingerprint [2]
- Llmmap [3]

Fingerprinted LLM {Signature, Timestamp, etc.}

[1] Russinovich, Mark, and Ahmed Salem. "Hey, That's My Model! Introducing Chain & Hash, An LLM Fingerprinting Technique." arXiv preprint 
arXiv:2407.10887 (2024).
[2] Xu, Jiashu, et al. "Instructional fingerprinting of large language models." arXiv preprint arXiv:2401.12255 (2024).
[3] Pasquini, Dario, Evgenios M. Kornaropoulos, and Giuseppe Ateniese. "Llmmap: Fingerprinting for large language models." arXiv preprint 
arXiv:2407.15847 (2024).

Robustness: After fine-tuning, the fingerprint can be still generated.



Copyright of Artifacts (Model Generation)

1. Watermarking the Generation [4, 5]
- Markllm [1]
- WaterWax [2]
- PersonMark [3]

LLM Watermarked Output

[1] Pan, Leyi, et al. "MarkLLM: An Open-Source Toolkit for LLM Watermarking." EMNLP, 2024.
[2] Giboulot, Eva, and Teddy Furon. "WaterMax: breaking the LLM watermark detectability-robustness-quality trade-off." arXiv preprint arXiv:2403.04808 
(2024).
[3] Zhang, Yuehan, et al. "PersonaMark: Personalized LLM watermarking for model protection and user attribution." arXiv preprint arXiv:2409.09739 (2024).
[4] Liang, Yuqing, et al. "Watermarking techniques for large language models: A survey." arXiv preprint arXiv:2409.00089 (2024).
[5] Kirchenbauer, John, et al. "A watermark for large language models." ICML, 2023

Robustness: After rephrasing, the watermark can be still detected.
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