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ABSTRACT
Motivated by the success of pre-trained language models such as
BERT in a broad range of natural language processing (NLP) tasks,
recent research efforts have been made for adapting these models
for different application domains. Along this line, existing domain-
oriented models have primarily followed the vanilla BERT architec-
ture and have a straightforward use of the domain corpus. However,
domain-oriented tasks usually require accurate understanding of
domain phrases, and such fine-grained phrase-level knowledge is
hard to be captured by existing pre-training scheme. Also, the word
co-occurrences guided semantic learning of pre-training models
can be largely augmented by entity-level association knowledge. But
meanwhile, by doing so there is a risk of introducing noise due
to the lack of groundtruth word-level alignment. To address the
above issues, we provide a generalized domain-oriented approach,
which leverages auxiliary domain knowledge to improve the ex-
isting pre-training framework from two aspects. First, to preserve
phrase knowledge effectively, we build a domain phrase pool as
auxiliary training tool, meanwhile we introduce Adaptive Hybrid
Masked Model to incorporate such knowledge. It integrates two
learning modes, word learning and phrase learning, and allows
them to switch between each other. Second, we introduce Cross
Entity Alignment to leverage entity association as weak supervi-
sion to augment the semantic learning of pre-trained models. To
alleviate the potential noise in this process, we introduce an in-
terpretable Optimal Transport based approach to guide alignment
learning. Experiments on four domain-oriented tasks demonstrate
the superiority of our framework.
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Figure 1: The single-word and phrase reconstruction accu-
racy of several existing language pre-training models.
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1 INTRODUCTION
Recent years have witnessed the great success of pre-trained lan-
guage models (PLMs), such as BERT [7], in a broad range of nat-
ural language processing (NLP) tasks. Moreover, several domain-
oriented PLMs have been proposed to adapt to specific domains
[4, 8, 10]. For instance, BioBERT [13] and SciBERT [2] are pre-
trained leveraging large-scale domain-specific corpora for biomedi-
cal and scientific domain tasks respectively. However, in the above
models, the same pre-training scheme as BERT is reused straight-
forwardly, while insightful domain characteristics are largely over-
looked. To this end, we raise a natural question: for domain language
pre-training, can we go further beyond the strategy of vanilla BERT +
domain corpus by leveraging domain characteristics? In this paper,
we explore this question under e-commerce domain and present
promising approaches that can also be generalized to other domains
when auxiliary knowledge is available.

We first discuss the characteristics of domain-oriented tasks, and
the limitations of current pre-training approaches, then present
two major improving strategies, corresponding to leveraging two
types of auxiliary domain knowledge smartly. On the one hand, un-
derstanding a great variety of domain phrases is critical to domain-
oriented tasks. As shown in Table 1, the review aspect extraction
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Table 1: An example of review aspect extraction, where cor-
rect answers (marked in color) are usually phrases.

task, widely used in the e-commerce domain, requires language
models to understand domain phrases to extract the correct an-
swers. However, suchphrase-leveldomain knowledge is hard to
be captured by Masked Language Model (MLM) [7] (i.e., the self-
supervised task employed in most language pre-training models).
Figure 1 depicts the language reconstruction performance of three
existing language pre-training models on a public e-commerce cor-
pus. As can be seen, the reconstruction accuracy drops drastically
when the prediction length is increased from single word to multi-
word phrase. We attribute this to the fact that MLM is aword-
orientedtask, i.e., it only reconstructs randomly masked words from
the incomplete input however does not explicitly encourage any
perception ability for domain phrases. Although later works [11,32]
propose to mask phrases instead of words in MLM to enable BERT
for phrase perception, they have two major drawbacks: (i)Overgen-
eralized phrase selection, they use chunking [31] to randomly select
phrases to mask, without considering the quality of phrases and
the relatedness to speci�c domains. (ii)Discard of word masking,
word masking helps to acquire word-level semantics essential for
phrase learning, hence should be preserved in pre-training.

On the other hand, pre-trained language models are limited by
corpus-level statistics such as co-occurrence, which can be miti-
gated by auxiliary domain knowledge. For instance, to learn that
Android and iOSare semantically related, a large number of co-
occurrences in similar contexts are required in the pre-training
data. For domain-oriented learning, this can be mitigated by auxil-
iary knowledge, i.e.,entity association. As shown in Table 2, when
leveraging the �substitutable� association to pair the description
texts of two product entities,Samsung galaxyandiPhone, we can
augment the co-occurrence of some words/phrases (e.g,5G network
vs 4G signal; Androidvs iOS) by learning the alignments of similar
words across entities. However, the above intuition is challenging
to ful�ll in practice as it constitutes aweakly supervised learning
task. In other words, only weak-supervision signals (i.e., entity-
level alignments) are available, while the word-level groundtruth
alignments across entities are hard to obtain. Hence, the aligning
problem needs arobustlearning algorithm to overcome the poten-
tial noises under the weak supervision. Moreover, the algorithm
should also o�er decentinterpretabilityover the alignment for the
ease of understanding and validation.

Based on the above insights, we propose an enhanced domain-
oriented framework for language pre-training. Our framework
takes the mentioned domain characteristics into consideration, and
introduces two approaches to tackle the challenges. First, to en-
able language pre-training with the perception ability for domain
phrases, we propose an advanced alternative for Masked Language
Model, namely, Adaptive Hybrid Masked Model (AHM). In contrast
to MLM only masking and reconstructing single words, AHM in-
troduces a new sampling scheme for masking quality phrases with
the guidance of an external domain phrase pool, and meanwhile, a

Table 2: An example of relational text in the e-commerce do-
main, where product descriptions are connected by the �sub-
stitutable� product association.

novelphrase completeness regularization termis proposed for sophis-
ticated phrase reconstruction. Furthermore, since both word-level
and phrase-level semantics are critical to language modeling, we
unify the word and phrase learning modes via a loss-based parame-
ter. It allows the adaptive switching between each other, ensuring a
smooth and progressivelearning process resembling the human cog-
nition of language. Second, to exploit the rich co-occurrence signals
hidden in entity associations, we formulate a new pre-training task,
namely, Cross Entity Alignment (CEA). Speci�cally, CEA aims to
learn the word-level alignment matrix of entity association based
text pair (e.g., description pair) with only weak supervision, i.e., only
knowing two entities are related but no word-level groundtruth
alignments available. Moreover, we propose an alignment learning
scheme leveraging Optimal Transport (OT) to train this task in a
weakly-supervised fashion. At each round, the OT objective helps
to �nd the pseudo optimal matching of similar words (or phrases)
and returns asparse transport plan, which reveals robust and inter-
pretable alignments. The language model is further optimized with
the guidance of the transport plan to minimize the Wasserstein
Distance of the aligned entity contents, enabling the model to learn
�ne-grained semantic correlations.

To validate the e�ectiveness of the proposed approach, we con-
duct extensive experiments in the e-commerce domain to compare
our pre-training framework with state-of-the-art baselines. Specif-
ically, we employ the pre-training corpus created from publicly
available resources and �ne-tune on four downstream tasks, i.e.,
Review-based Question Answering (RQA), Aspect Extraction (AE),
Aspect Sentiment Classi�cation (ASC), and Product Title Catego-
rization (PTC). Quantitative results show that our method signi�-
cantly outperforms BERT and other variants on all the tasks. Ad-
ditionally, the visualization of OT-based approach reveals feasible
alignment results despite the weak supervision, meanwhile, present-
ing convincing interpretability as the alignment vector is enforced
to be sparse. Lastly, while we demonstrate the e�ectiveness of our
approach in the e-commerce domain, the ideas of the framework
can be generalized to broader domains since the aforementioned
auxiliary knowledge is free of annotation cost. The domain phrase
pool can be constructed from domain corpus. Entity association is
broad and general, which is easy to obtain in main domains.

2 RELATED WORK
Pre-trained Language Models. Recently, the emergence of pre-
trained language models (PLMs) [7, 23, 26] has brought natural
language processing to a new era. Compared with traditional word
embedding models [20], PLMs learn to represent words based on the
entire input context to tackle polysemy, hence captures semantics
more accurately. Following PLMs, many endeavors have been made
for further optimization in terms of both architecture and training
scheme [3, 15, 16, 32]. Along this line, SpanBERT [11] proposes
to reconstruct randomly masked spans instead of single words.



However, the span consists of random continuous words and may
not form phrases, thus fails to capture phrase-level knowledge
e�ectively. ERNIE [31] integrates phrase-level masking and entity-
level masking into BERT, which is closely related to our masking
scheme. Di�ering from their work simply using chunking to get
general phrases, we build high-quality domain phrase pool to assist
learning domain-oriented phrase knowledge. Also, we propose
a novel phrase regularization term over the reconstruction loss
to encourage complete phrase learning. Moreover, we combine
word and phrase learning cohesively according to their optimizing
progress, achieving better performance than each single mode.
Domain-oriented PLMs. To adapt PLMs to speci�c domains, sev-
eral domain-oriented BERTs such as BioBERT [13], SciBERT [2],
and TweetBERT [25], have been proposed recently. BERT-PT [36]
proposes to post-train BERT on a review corpus and obtains better
performance on the task of review reading comprehension. Gu-
rurangan et al. [9] proposes an approach for post-training BERT
on domain corpus as well as task corpus to obtain more perfor-
mance gains on domain-speci�c tasks. DomBERT [37] proposes to
select data from a mixed multi-domain corpus for the target do-
main, improving the diversity of domain language learning. More
work along this line can be referred to [18, 28]. Similarly, incor-
porating domain knowledge has shown e�ectiveness in broader
areas [14, 33, 38� 41] such as representation learning. The above
solutions have primarily leveraged domain corpus for pre-training
in a straightforward way, without considering insightful domain
characteristics and domain knowledge such as domain phrase and
entity association. Our work is the �rst leveraging auxiliary domain
knowledge to enhance domain-oriented pre-training.

3 PRELIMINARIES
In this section, we give a brief introduction to two essential concepts
that are related to our work, namely, Masked Language Model and
Optimal Transport.
Masked Language Model. Masked Language Model (MLM) [7]
refers to the self-supervised pre-training task that have been applied
in pre-trained language models (e.g., BERT, RoBERTa, etc.). It is
considered as a �ll-in-the-blank task, i.e., given an input sequence
partially masked (15% tokens), it aims to predict those masked
words using the embeddings generated by the language model:
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whereF ¹;\ º denotes the Transformer based language model.-
is the full input sequence," denotes the indices of all masked
tokens in - , - < indicates one of the tokens in" , n is set mi-
nus.»F
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< denotes the output vector corresponding to the

masked token- < and, > denotes the softmax matrix with the
same number of entries as the vocabularyV .
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�
enforcesF ¹;\ º to infer the meaning of

masked words from their surroundings, in other words, preserving
contextual semantics.
Optimal Transport and Wasserstein Distance . Optimal Trans-
port (OT) studies the problem of transforming one probability distri-
bution into another one (e.g., one group of embeddings to another)
with the lowest cost. When considering the �cost� as distance, a

Figure 2: Framework overview.

commonly used distance metric for OT is Wasserstein Distance
(WD) [34]. Formal de�nition is as follows[5]:

De�nition 3.1. Let - 2 P¹Xº•. 2 P¹Yº denote two probability
distributions, formulated as- =

Í <
8=1 u8Xx8 and. =

Í =
9=1 v9X~9,

with Xx as the Dirac function centered onx. � ¹- •. º denotes all the
couplings (joint distributions) of- and. , with marginals- ¹xº and
. ¹~º. The optimal Wasserstein Distance between the two distribu-
tions - •. is de�ned as:

D F ¹- •. º = inf
$ 2� ¹- •. º

E¹x•~º� $ »2¹x•~º¼

= min
T2� ¹u•vº

hT•Ci = min
T2� ¹u•vº

<Õ

8=1

=Õ

9=1
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where � ¹u•vº = f T 2 R< � =
¸ jT1= = u•T> 1< = vg, 1< denotes an

< -dimensional all-one vector, the weight vectorsu = f u8g<
8=1 2 � <

andv = f v8g=
8=1 2 � = belong to the< - and=-dimensional simplex,

respectively (i.e.,
Í <

8=1 u8 =
Í =

9=1 v9 = 1). And2¹x8•~9º is the cost
function evaluating the distance betweenx8 and~9 (samples of
the two distributions). Computing the optimal distance (1st line)
is equivalent to solving the network-�ow problem (2nd line) [17].
The calculated matrixT denotes the �transport plan�, where each
elementT8 9represents the amount of mass shifted fromu8 to v9.
We propose an Optimal Transport based approach for the cross
entity alignment problem in Section 4.2.

4 METHODOLOGY
In this section, we provide an in-depth introduction to our en-
hanced framework for domain-oriented language pre-training. Fig-
ure 2 presents an overview of the framework, consisting of two
major improvements, i.e., Adaptive Hybrid Masked Model (AHM)
to replace MLM and a new weakly-supervised pre-training task,
OT-based Cross Entity Alignment (CEA). The former leverages a
domain corpus and a domain phrase pool to learn both word-level
and phrase-level semantics, the latter utilizes the same corpus and
an entity association graph to obtain text pairs for augmenting do-
main semantic learning. Moreover, we employ continual multi-task
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